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Motivation

A brief motivation for Quantum
Models in High Energy Physics.
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Taming the Quantum Hype
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Tom’s Hardware article
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IBM

  SEE ALL COMMENTS (20)

Mark Tyson News Editor

Mark Tyson is a news editor at Tom's Hardware. He enjoys covering the full

breadth of PC tech; from business and semiconductor design to products

approaching the edge of reason.

READ MORE

Nvidia in talks to invest in PsiQuantum

Windows 11 gets quantum-hardened cryptography technology

Nvidia announces Rubin GPUs in 2026, Rubin Ultra in 2027, Feynman also
added to roadmap

AMD says zettascale supercomputers will need half a gigawatt to
operate, enough for 375,000 homes

IBM boosts mainframes with 50% more AI performance: z17 features
Telum II chip with AI accelerators

Lightmatter unveils high-performance photonic 'superchip', claims
world's fastest AI interconnect

LATEST IN QUANTUM COMPUTING

Nvidia in talks to invest in PsiQuantum

QNodeOS claims to be the first operating system for quantum networks,
paving the way for future quantum applications

Microsoft's latest Quantum computing claims have been named
'unreliable' by scientists

Amazon's Ocelot quantum chip uses 'cat qubits' to 'reduce error
correction by up to 90%'

Quantum computing stocks dropped over 40% after Nvidia CEO
prediction

China's 504-qubit quantum computer chip marks a new domestic record

LATEST IN NEWS

AMD unwraps 2027 AI plans: Verano CPU, Instinct MI500X GPU, next-gen
AI rack

AMD EPYC Venice boasts 256 cores and bandwidth galore — next-gen
server CPUs arrive in 2026

AMD says Instinct MI400X GPU is 10X faster than MI300X, will power
Helios rack-scale system with EPYC 'Venice' CPUs

AMD RX 9070 XT GDDR6 sources have a small effect on performance —
testing reveals 1 - 2% delta

ARM CEO joins Nvidia in stance against U.S export controls

Copilot Vision is live on Windows in the US — AI companion can see two
apps at once

IBM is building a large-scale quantum
computer that 'would require the memory
of more than a quindecillion of the world's
most powerful supercomputers' to simulate
News By Mark Tyson published 3 days ago

That's
1,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000

    Comments (20)

When you purchase through links on our site, we may earn an affiliate commission. Here’s how it
works.

IBM has shared its roadmap to deliver the “world's first large-scale, fault-tolerant
quantum computer.” It claims that, due to be delivered to clients in 2029, IBM
Starling will also be 20,000 times more powerful than today’s leading quantum
computers. Furthermore, IBM says that to merely represent the computational
state of Starling “would require the memory of more than a quindecillion (10 )
of the world's most powerful supercomputers.” However, we are used to rather
lofty claims in the world of Quantum Computing, so let’s take a closer look.

On its newly published roadmap, IBM has set out several milestones, which will
be powered by a handful of quantum computers and processor architectures
ahead of the arrival of Starling. In 2026, we will see the first tantalizing
demonstration of what IBM calls ‘quantum advantage.’ This is defined as the
milestone where classical computers start to be outclassed by quantum
computers in practical computing applications.

IBM Quantum Loon is set to debut later this year alongside the first Nighthawk
chip, so we will assume that it will be the vehicle to demonstrate this first
glimpse at quantum advantage. According to IBM, this will be a platform
designed to test architecture components for its new quantum low-density
parity check (qLDPC) code.

YOU MAY LIKE

Nvidia in talks to invest in PsiQuantum

Windows 11 gets quantum-hardened cryptography technology

Nvidia announces Rubin GPUs in 2026, Rubin Ultra in 2027, Feynman also
added to roadmap

IBM Quantum Kookaburra will be passed the baton sometime in 2026, says IBM.
This will feature the firm's first modular processor designed to store and process
encoded information. Innovations in this design will be key to scaling fault-
tolerant systems beyond a single chip.

Penultimately, IBM Quantum Cockatoo is expected to roll out in 2027. IBM’s
press release says that this architecture “will link quantum chips together like
nodes in a larger system, avoiding the need to build impractically large chip.”
That is another important nod to scalability that it hopes to put into practice by
leveraging the entanglement of component modules.

All the above milestones are hoped to culminate in Starling in 2029. They bring
together testing and demonstrations based on two new technical papers IBM
published today, providing background detail to its proposed large-scale, fault-
tolerant architecture, and direction for its roadmap.

(Image credit: IBM)

You read the astounding claims for this hardware innovation in the intro. But for
more perspective, it is claimed that Starling will be capable of “running 100
million quantum operations using 200 logical qubits.”

When it arrives, Starling will “solve real-world challenges and unlock immense
possibilities for business,” indicates Arvind Krishna, Chairman and CEO, IBM.
Behind it there will be an architecture that can run “hundreds or thousands of
logical qubits could run hundreds of millions to billions of operations,” reckons
IBM. The most obvious beneficiaries of this computing power will include
organizations involved in such as drug development, materials discovery,
chemistry, and optimization.

IBM Starling isn’t quite the endpoint of the IBM Quantum roadmap, as published
today. Its second-gen fault-tolerant quantum computing ISA will be Blue Jay.
When this arrives, the computing platform may have scaled up to an astounding
1 billion gates and 2,000 logical qubits. Blue Jay isn’t expected to be here until
2033+.

Quantum advantage vs quantum supremacy
We’ve heard a lot about if and when Quantum computers will make a definitive
breakthrough, and truly become practical and scalable alternatives to our
present classical computing. Remember, Google was bold enough to claim
quantum supremacy back in 2019, but it was soon, rather strongly, rebuked by
IBM. We are pretty sure that Google would like to strike back at Big Blue with
regard to quantum claims, so we shall see what they, and other quantum
computing players, can do between now and 2029.

Follow Tom's Hardware on Google News to get our up-to-date news, analysis,
and reviews in your feeds. Make sure to click the Follow button.
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That's a mighty big fraud.

>IBM Quantum Loon is set to debut later this year

I think it's here already.
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Taming the Quantum Hype

Representation of a quantum state
• A quantum state of n qubits is represented by a complex vector of 2n

amplitudes.
• On a classical machine, each amplitude (a complex number) needs:

32 bytes for the real part + 32 bytes for the imaginary part = 64 bytes
• Hence to represent a state of n qubits, we need 2n amplitudes, which
amounts to 64 · 2n bytes

∼ 1043 EB
El Captain (Current best supercomputer): ∼ 10−2 EB

"Memory" IBM Starling"Memory" El Captain = 1043 EB
10−2 EB = 1045

7/26



Motivation
Taming the Quantum Hype

IBM Starling (2029) - 200 (logical) qubits
• A quantum state of 200 qubits is represented by a complex vector of 2200

amplitudes.
• On a classical machine, each amplitude (a complex number) needs:

32 bytes for the real part + 32 bytes for the imaginary part = 64 bytes
• Hence to represent a state of 200 qubits, we need 2200 amplitudes, which
amounts to 64 · 2200 bytes ∼ 1043 EB
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Motivation
Quantum Computer Bottleneck

|0⟩⊗n → |ψ⟩ → {0, 1}n

︸ ︷︷ ︸dummy state

︸ ︷︷ ︸wavefunction: impossible to describe classicallyfor large n

︸ ︷︷ ︸output / measurementbitstrings of n qubits

Measurement
bottleneck

collapse of the wavefunction
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Motivation
Quantum Computing in HEP

5 Toledo-Marin et al.

Argument #1: Complexity of HEP datasets
Potential Advantages:• Variational models

— Faster solution times— Improved generalization capabilities 2
— Reduced number of required parameters

• Standard Quantum Algorithms
— Access to a family of different algorithmswith different scalings:

ex: Shor: Exponential → Polynomial
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Motivation
Quantum Computing in HEP

Argument #2: HEP datasets are quantum (in a way)
Example: Detector Dataset
A particle shower can be seen asthe collapse of a complex wave-function which might be bestdescribed through a quantumstate.
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Detector Simulation

How to generate images from
quantumness



Detector Simulation
Mapping of the generative task

Not a trivial task!

...

|0⟩

U(θ⃗)
|0⟩
...
|0⟩

|ψ⟩ = U(θ⃗)|0⟩⊗N

?
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Detector Simulation
Downsampling

• Preliminary study using simplified models
• Understand advantages and challenges

ParticleParticle

DownsamplingDownsampling

(25 × 25 × 51)(25 × 25 × 51) (1 × 1 × 12)(1 × 1 × 12)

ParticleParticle
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Detector Simulation
Types of Quantum Generative Models4

Discrete Architectures

...

|0⟩

U(θ⃗)

0, 1, 1, ...

|0⟩ 1, 1, 0, ...
...
|0⟩ 0, 1, 0, ...

|ψ(θ⃗)⟩

Output: Single measure-
ment of the wavefunction

Fast generations
Always hard to
simulate classically
Sensitive to noise
Black and white images

Hybrid Architectures

5 Toledo-Marin et al.

Calorimeter images ≡

Continuous Architectures

...

|0⟩

F(x⃗) U(θ⃗)

⟨σ1
Z⟩

|0⟩ ⟨σ2
Z⟩

...
|0⟩ ⟨σN

Z ⟩

|ϕ(x⃗)⟩ |ψ(θ⃗, x⃗)⟩

Output: Multiple measure-
ments of the wavefunction

Slow generations
Generally classically
simulable1
Robust to noise
Grayscale images
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Detector Simulation
Quantum Angle Generator

QAG
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Detector Simulation
Quantum Angle Generator

Choose a random initial set of parameters θ⃗0For each epoch i
1. Generate M images
2. Evaluate the MMD loss
3. Update the parameters θi → θi+1

QAG

...

|0⟩ RY (x1)

U(θ⃗)

pixel 1

|0⟩ RY (x2) pixel 2
...
|0⟩ RY (xN ) pixel N

|ϕ(x⃗)⟩ |ψ(θ⃗, x⃗)⟩

⟨σ1
Z⟩

⟨σ2
Z⟩

⟨σN
Z ⟩





θi → θi+1

M images (epoch 00)(epoch 20)(epoch 40)(epoch 60)(epoch 80)

L(θi) = MMD2(True Data,Gen. Data(θi))
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Detector Simulation
Training

MMD sufficient to learn correla-
tions between pixels

RandomNoise
{⃗x}k

...
QAG

(
x⃗, θ⃗

)
FakeSamples
{Ã}k

TrueDataset
{E}k

Encoding EncodedDataset
{A}k





MMD:
L(⃗x, θ⃗)
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Detector Simulation
Quantum Angle Generator

Pixel-wise Energy distributions

Combined Energy distribution
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Detector Simulation
Quantum Angle Generator

Energy sum Energy average
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Detector Simulation
Quantum Angle Generator

Correlations
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Detector Simulation
Quantum Angle Generator

Ë Done:
• Implementation

• Implementation in both
Pennylane and Qiskit• GPU support

• In depth study ofHyperparameters:
• Number of qubits• Ansatz (State Preparation +Trainable)• Loss function• Data preprocessing• Optimizer

/ In progress:
• Study under different levels
of simualted noise

• Deployment on IBM
machines (superconductng)

• Deployment on IQM
machines (superconducting)

• Deployment on eleQtron
machines (ion-based)

• Comparison with classical
counterpart
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Detector Simulation
What’s next

Discrete Architectures

...

|0⟩

U(θ⃗)

0, 1, 1, ...

|0⟩ 1, 1, 0, ...
...
|0⟩ 0, 1, 0, ...

|ψ(θ⃗)⟩

Output: Single measure-
ment of the wavefunction

Fast generations
Always hard to
simulate classically
Sensitive to noise
Black and white images

Hybrid Architectures

5 Toledo-Marin et al.

Continuous Architectures

...

|0⟩

F(x⃗) U(θ⃗)

⟨σ1
Z⟩

|0⟩ ⟨σ2
Z⟩

...
|0⟩ ⟨σN

Z ⟩

|ϕ(x⃗)⟩ |ψ(θ⃗, x⃗)⟩

Output: Multiple measure-
ments of the wavefunction

Slow generations
Generally classically
simulable1
Robust to noise
Grayscale images 22/26



Jet Clustering

How to cluster quantumly



Jet Clustering
Overview

Classical algorithm (anti-kT)
combines particles in order of decreasing transverse
momentum, computing the pairwise distance measures
between all particles (O(N2))

Quantum algorithm3
Quantum subroutines
1. Computing distances between all particles
2. Seach for maxima in the unsorted list of resulting

distances
(Theoretical exponential speed-up)
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