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M eeti n g s Documentation ~ Tutorials Community ~ Related Software Projects ~

° |nvited Community ta'ks W|th diSCUSSion 'L,:v:ar_:em;.,gfw’::n.e,n

» Recently restarted after a hiatus, B
now with a proper Planning Committee

 Aiming for 1-2 talks / month
* Movable time (10:30, 18:00 NYC) to catch all time zones
» Recordings posted publicly

* Weekly "dev" call
* |Issue and PR triage
* Live discussion on architecture, design, and PR review

National Synchrotron nght Source |l NOBUGS 2024 — Bluesky Community Update



"Minimum Viable Governance"

* Repo maintainers make decisions by rough consensus

 If consensus cannot be reached, Technical Steering Committee
may intervene and vote if necessary

* Project Advisory Board is a forum for facility management to voice
priorities

» github.com/bluesky/governance

National Synchrotron nght Source |l NOBUGS 2024 — Bluesky Community Update



Project Advisory Board

*  Alun Ashton (PSI)

+  Stuart Campbell (NSLS-II), Chair
+ Joe Handford (DLS)

* Mark Heron (DLS)

* Alex Hexemer (ALS)

*  Paul Martin (ANSTO)

+ Alex Sandy (APS)

* Nicholas Schwarz (APS)

+ Jana Thayer (SLAC)

»  Stuart Wilkins (NSLS-II)

National Synchrotron nght Source | NOBUGS 2024 — Bluesky Community Update



Technical Steering Committee

. Dan Allan (NSLS-II)

. Thomas Caswell (NSLS-II)
+  Tom Cobb (DLS)

. Callum Forrester (DLS)

. Pete Jemian (APS)

*  Zachary Lentz (LCLS)

. Dylan McReynolds (ALS)
*  Max Rakitin (NSLS-II)

. Clinton Roy (ANSTO)
Wil Smith (HZB)

. Robert Tang-Kong (LCLS)

National Synchrotron nght Source | NOBUGS 2024 — Bluesky Community Update
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What is the Run Engine

r—————

. I Prompt feedback
Experimental procedure €« — — — =/ — — — — — — — — — — — — — -

| | |

I Run Engine (bluesky) ———>» “D UMehils” ——— Streaming visualization

& processing/reduction
I A
I Documents
I Python abstractions Serialization Access saved data
of hardware (ophyd) I (suitcase) (databroker/intake)
I A
Set value Read value I SciPy/PyData
r— — — . structures
\ 4 | "Ppersistent storage
Control layer (e.g. EPICS) (Ordinary files on disk, \J
A a Database, and/or the Clou:)\ Interactive
> data analysis
P 7 s . ©
¥ »  Large detectors jupyter (S
» write directly to storage N,
Hardware - ® a
(e.g. motors, detectors) "3
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What does Run Engine do?
Core loop:

1.Consume messages from plan

2. Execute command on ophyd object
3. Return the results to the plan

Handles:
.errors, interrupts, & user feedback
I .generating and emitting data

aaaaaaaaaaaaaaa



What is new in RE?

. No backwards incompatible changes from v1.0 in 2017
. Improvements to flyscanning protocols

. Plan decorator

- Optional decorator to warn if plan is not iterated over

. limeout on wait

- Do something else and try again later

. Add ability to pre-declare stream

G;BrDEz( ak/Ce'Hy forces reading the configuration

National Labaoratory

— Add md normalizer

1



StreamResource and StreamDatum

Source multiple rows and columns at once

Significant performance improvements

RequRescohaiDatuto ophyd, bluesky, and3itedmResource/StreamDatum

event

A

B

C

D

5.4

3.7

6.6

7.2

1.0

event |A B C D

1 54 D01 D08 D15
2 3.7 D02 D09 D16
3 6.6 D03 D10 D17
4 7.2 D04 D11 D18
5 1.0 D05 D12 D19
6 5.7 D06 D13 D20
7 2.3 D07 D14 D21

5.7

k? Brookhaven

National Labaoratory

N ool WIN|~

2.3

SD1

SD2

SD3
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New and flyscan methods

prepare method
- Between “stage” and “kickoff”
- Can be passed parameters

- Call multiple times per stage

collect_pages method

- Get (partial) event pages rather than list of events from flyers

collect_asset_docs optional index parameter

- Generate StreamResource/StreamDatum only up to a given index

- Useful for aligning multiple devices
€ Brookhaven

National Labaoratory
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Q)Iueskg

Ophyd Async

Bluesky Project Update



Very Short Update, Watch Our Talk!

Wednesday, 11:25



Overview

- Replacement for ophyd

- Parity with pymalcolm

- Asyncio

- https://blueskyproject.io/ophyd-async/main/explanations/design-goals.html

10
scan 93509e [1]
2.0 08
18
0.6
x 16 ]
a T
£ &
B 14 2
0.4
12
10 0.2
10 12 14 16 18 20
0.0

samp-y


https://blueskyproject.io/ophyd-async/main/explanations/design-goals.html

TANGLS.



Roadmap

- Close to 1.0.0 (targeting late 2024 /early 2025)

- Generalising to support Tango

- Trajectory scanning

- Finalising API

- Documentation

- https://qithub.com/bluesky/ophyd-async/milestone/3



https://github.com/bluesky/ophyd-async/milestone/3
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Queue Server Update

Thomas Caswell, Dmitri Gavrilov
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What does Queue Server do?

Manage an environment for plan execution as a service

API to directly execute plans or Python in the managed process
Manage a mutable-queue of plans scheduled to be executed
Enforce access controls to all APIs

Provide IPython access for debugging and development

a koD~

Core layer intended to have user facing tools built on top of

I € Brookhaven
aaaaaa | Laboratory
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Queue Server in Architecture

Database
i disks

Larﬁe Files I

©
&4

Kaf

Plan A [ !
Plan B
Plan C

HTTP Server

Remote Clients Local Clients

I ':# Brookhaven
National Laboratory



Components of Queue Server stack

Run Engine Manager (RE Manager) — the core component of the stack.

HTTP Server — provides REST API for communicating with RE
Manager, authentication and access control.

Python API — user-friendly Python API for communicating with RE
Manager directly (over OMQ) or via HTTP Server (REST API).

RE Widgets are part of Bluesky-Widgets package. The package also
includes a generic ready-to-use ‘queue-monitor’ Qt GUI application,
which supports basic Queue Server workflows.

Multiple Ul Locally developed web apps or desktop applications (we
should accumulate a list of these today!)

k? Brookhaven
al Laboratory

22



Known Users

 NSLS-II

 ALS

« SLAC

« APS

 Australian Synchrotron
« BESSY

* Univ. of Wisconsin

I G‘ Brookhaven
National Laboratory



Documentation

The bluesky-queueserver, blueskyhttp-server and bluesky-queueserver-api packages are
extensively documented:

* bluesky-queueserver — tutorials, installation instructions, configuration notes, detailed API
documentation:
https://blueskyproject.io/bluesky-queueserver

* bluesky-httpserver — configuration notes, authentication and access control API
documentation: hitps://blueskyproject.io/bluesky-httpserver

* bluesky-queueserver-api — API| descriptions (also available as docstrings):
https://blueskyproject.io/bluesky-queueserver-api/

RE Widgets are documented in code. The "‘queue-monitor’ GUI application can be used as a
starting point for developing custom applications.

G‘ Brookhaven

National Laboratory
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https://blueskyproject.io/bluesky-queueserver
https://blueskyproject.io/bluesky-httpserver
https://blueskyproject.io/bluesky-queueserver-api/

&

Blueapi

Callum Forrester



Overview

E E Message Bus

User

$

Evgn‘ts\
prrTT— §¥ ReEST API

Downstream Apphco\tions

I

_______________________________________________________________________

rﬁ{g Control System

] j
s RO/

Instrument Instrument Instrument

https://qithub.com/DiamondLightSource/blueapi



https://github.com/DiamondLightSource/blueapi

DLS (Aspirational) Model

- Only run on a beamline what
needs to run on a beamline

- 10Cs, RunEngine

- One service, one job, but not
microservices

Beamline 1

Worker

Beamline 2
Worker

Beamline 3
Worker

i T i
P P> N
/ /
API

|

Job
Scheduler

—

Data
Manageme_nt

Data Export

Data Anall/sis

LIMS

User
Administration




Comparison to Queueserver

- Similar to “Worker” component

- No queue

- No ZMQ layer

- Automated version control (planned)



Roadmap

- Close to 1.0.0 (targeting late 2024/early 2025)

- Improved configuration

- Plan customisation UX

- APl refinements

-  Documentation

- https://github.com/DiamondLightSource/blueapi/milestone/16



https://github.com/DiamondLightSource/blueapi/milestone/16
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hkipy: Bluesky Diffractometers

Status and Future

Ken LAUER (original author)
Pete R JEMIAN Max RAKITIN

Physicist Padraic SHAFER
Advanced Photon Source
NSLS-II

Argonne National Laboratory _
Brookhaven National Laboratory

Photon Source

Argon ne ° Advanced

NATIONAL LABORATORY



hkipy: Bluesky Diffractometer Support
N

= Current package hkipy (v1.1.1, 2024-08): https://blueskyproject.io/hklpy/

= Common diffractometer geometries are supported. A local community is forming.

= Scan in real- or reciprocal-space, save & restore orientation (UB matrix)

= Easy to create simulations of any supported diffractometer geometry. Some are pre-built.
\_ = Lots of documentation, including for transition from certain legacy software.

J

Where we are going ~

= Major upgrade in development now: hkipy2: https://priemian.github.io/hklpy2/

= Working with Hkl/Soleil developer for new diffractometer geometries. Hkipy & hkipy2 use same backend library.
= Be able to choose backend library from a list. Currently only Hkl/Soleil.

= Lots of documentation (planned).

\_ = Clearer design than (previous) hkipy.

What we need
= Tools should be much more convenient for both new and experienced users.
= Simplify the process to add a new diffractometer geometry.
= More time to develop hklpy2 for first release.

Advanced
Photon Source

/{/v\%us DEPARTMENT OF G’;’S”e ational ; o,‘ :a
(Z/ENERGY Us,2emsimeastereior ovoroey Argonne

ATORY



https://blueskyproject.io/hklpy/
https://prjemian.github.io/hklpy2/

Argonne ¢ | Advanced

NATIONAL LABORATORY PhOton Source




Facility Updates



National Synchrotron Light Source k? Brookhaven

National Laboratory
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NSLS-Il Update

Date
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National Synchrotron Light Source li

Building 741
(LOB 1)

U.S. Department of Energy Facility /

Building 740

» 3 GeV electron beam energy
(Entry Lobby)

* Infrared to Hard X-rays

« 792m in circumference

Buiding 745/

* Designed for current up to 0.5A pozss

35D

Booster
\
\  Building 742
R \  (LoB2
,y \

(aa%
D %)

« Can host ~ 60 Beamlines; [ Ny "\
* Currently 29 In user Operatlons A ’OT National Synchrotron Light Source Il ‘l‘;r"\

- Soft X-ray Scattering & Spectroscopy
@ Complex Scattering

» 3 beamlines in construction

N

/
@ Hard X-ray Scattering & Spectroscopy
/

* 5 more on the drawing board \
Unprecedented ramp-up IR
/ UM~ \\ 5 s = \E;
. . L (oMs) Gy — i & s ;
° Flrst Ilght OCtOber 2014 h . (CHX) ¢» 7/ w e //,/
Buiding /44\\\ “‘mjfﬂy f@e.\f,\lv§> //Bu’\dmg 743
(LOB 4) ™ " /@/“‘\ \ é\ N\ P / (LOB3)

* GU ops started July 2015 Py
« 27 Operating Beamlines in < 5 years

National Synchrotron Light Source ||



Who is here at NOBUGS

Stuart Thomas Dan Allan Robert Schaffer Stuart Wilkins
Campbell Caswell (arriving
Tues)

National Synchrotron Light Source || 37



What parts of bluesky are we using?

Experimental procedure «

Prompt feedback

A(

Y

Run Engine () [V7engine) = “Documents” ——————>

A

Y

Python abstractions
of hardware (.-, 5°7v9)
A

Set value Read value

Control layer (e.g. EPICS)
A

Streaming visualization,
processing, adaptive and
autonomous interfaces

‘Nuesku

adaptive

/
Serialization

@ svitcases) Access saved data

l I ( (@tited )

Persistent storage J
(Ordinary files on disk, Y
u:)\

a Database, and/or the Clo Interactive

t 4 data analysis
7 . g S Gt
/ ~ A5 7
v 7 Large detectors jupyter ﬁ,."h" h:
» Wwrite directly to storage 4 <
Hardware -

(e.g. motors, detectors)

National Synchrotron Light Source ||

o-' H
" | S—
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Where are we focusing Q)Iueskg

« Building the bluesky community

L Diswond BESSY-ILZ +-i

« Adaptive Experimentation -
 Bluesky Adaptive Ve , Q...

* Queueserver AS/ on
 Tiled ,_
 Fly Scanning 4 9

*‘@ i Aulsr‘tro‘li;xv'\' E
: Synch‘tr‘é‘tr‘on

National Synchrotron Light Source || Optional Footer line - Presenter - Talk title - Conference Name 39



Institute of High Energy
Physics

The Mamba software project for

# bluesky

Yi Zhang

HIGH ENERGY

PHOTON SOURCE Data acquisition software




Phase I project for HEPS

NRS&Raman High Pressure e 15 beamlines for Phase | project

%

e Multiple experimental modes

and methods for single
Opttics test

i beamline

Tender spec. /& [i=

' e Up to 30 suites of acquisition
XAFS

software delivered by 2025
e Limited personnel and lack of

, experience
i \¢ J‘i‘:f. ¢
e {:z_‘?gﬁ:gggeg@ﬁ)déterials

e A systematic solution for all
Ak SAXS

Phase | and future beamlines



An unified synchrotron experiment operating software system

(Mamba)

Automation Programs gmgd  Mamba Mamba

Friendly GUIs
Image Processing tools frontend Frame“.ork

Beaml ine automation @

Real—-time feedback and
autonomous control
Custom experimental
procedures and
commands for all &

exper iment methods

. . . Large
Smart in—situ experiment @

@ Multi—-dimensional, accurate, fast fly
scans

Easy experiment mode
switch

Customized Mamba

Experiment backend
Plans Data

Mamba HEPS-CC

Worker =N T

Experimental
Parameter
Generator

raw data, Computing
metadata

Fast and multi—-modal DAQ

o e

Data
Management

Data Analysis

Rich metadata, high
interoperabil ity

® 6 6 6

i Mamba: a systematic software solution for beamline experiments at HEPS. Journal of
B Synchrotron Radiation, 2022



Explore key techniques of new generation control and acquisition system
e Already e On going

Fly-scan iy Vista ORI o O Python 10C, Systematic detector
2igine integration and High—-performance
readout

0 Beamline and experiment specific

Mamba Virtual plan and GUI library
data worker ST O Versatile attitude tuning
framework and beaml ine
automation

O Closed-loop control based on

Front-end | BSRF HEPS real-time data analysis

and back-end application

communication 0 Al-Enabled experimental control

L et al. J. of Synchrotron Radiat. 29(3), (2022) ; Zhang et al. J. of Synchrotron Radiat. 30(1), (2023) ; Lietal. J. of

Synchrotron Radiat. 30(6), (2023); Li et al. Synchrotron Radiat. News, (2023); Wang et al. J. of Synchrotron Radiat, (2024);



Progress of Mamba project

Unified framework for all HEPS beamlines

Unified data format and standards

107> .hdf5
300} dataset/.hdf5
Dataset:
6144 x6144

-hdf5

> Ri%E3005k (FJE) fFRL—MdataXXff,
> XM (14 master>Cff, 10/Mhdf53X 1)

v/ ID21_count(scan) Dhyana RunID_ master.h5
ID21_count(scan) Dhyana RunID 00000 _data.h5
ID21_count(scan) Dhyana RunID 00001 data.hS

AN NI NN

ID21_count(scan) Dhyana_RunID_00009_data.hS

~ @entry
» Qdata
» Qinstrument
~ @sample
&l chemicalformula
# density
¥l interestzone
imass
¥samplename

STXM & CT
@ sampleposition
Elsituation

“isize
Eitype
- ~ @user
S - = ¥ beamtimeld
» ’I‘

—| ¥icontact
— — ey ElendDate
i - = ¥ proposalcode
Z2a e o & proposalname
¥istartDate
One-shot attitude adjustment for . RPN
y Combined SAXS & WAXD In-situ 3D XRD

Raman spectrometer

Leading the way in making scientific data

Single nxsfile

\ HOFView 31.3 eoe N HOFView 313
Hle Window Tools Help Fle Window Tools Help
== A 1] 0 ¢@m®
Recent Files V1/202210/Data/TB14-20221026-01/raw/brail Recent Files  /epsfs/by/3W1/202210/Data/TB14-202210%

~®ID21_Projection_2.nxs
v@entry TTHIEnxs X nxs file: metadata

» ID21_Projection_2.nxs
» (BID21_Dhyana_Projection 2_masterh5

¥ beamline » 5001115
¥ beamtimelD » 510010.h5
T@end_time » 510009.h5
! Geament ooy | mxBms T
|7 XH5GB(1003K)
Ginstrument_definition » {0006.15
Bitnetrument il , ®0005.h5 | image subdata files: real image data
¥ method » (§0004.05
@proposal id » 510003.h5
@run_no | (50002.15
» sample [ 80001.n5
Bstart_time » 000005
» Qouser master file: image subdata i i
~(ID21_Dhyana_Projection_2_master:h5
~ @entry ERIBIE master X
~@data master3 {5} BBHE 1%
data_0000 FIEB RIS,
Bdata_0001 —_
@data_0002
@data_0003

Bdata_0004

nxs+master+ dataO+datal+




Progress

P O -

| - s @=- 14 [
J E * @m- 4 >
J : - hm

‘ b o

PR  po———

of Mamba project

File Qe Goghics View Holp

Tt o3

s

i | Wi
b S
3o [
3 o [
Bams

Semsn i

- -
Detector # x Data Collection
Detector Data Collection

Eiger2 551 4M-thin Exposure time(s)

R |, Radius of Gyration(om)

Maxvalue 85 2

P Sizemm) 0.172 o1 eos
Somm) 1000 1 Ospeety
Coentvalie step
w7 0s o0 B oo
2Dimage 2% 1DIqane

Number of images

“10

Specify

PD counts 10000

Calculation

o T =
s
Collection Period Current File Location:  /home/mamba/mambay/data/E2 hS.
Not Care. © Fastest Folder Location: /home/mamba/mamba/data/ ‘open
Specify(sec) File Name: 33 s

ous s BAAA

nows cmom BQ LA

.Scan parameters

PEAK

Experiment parame

ters

—— .
Spectrua Nase
DEes rmu n
e et rtiinia (1 =
e [T w
siop i Fivatictnarey -
sy
Dinessioa . x
Siop ot 5 =
Ei: e n

z

Clustering result of
electronic structures
distribution in real
space

E’E" ctl:orm‘stnuctures distributio

o Bumn -

ARPES Image

MDC/ADC

e The first batch of Mamba software for HEPS beamline is underway




Domestic and international collaboration

Funding from:

e g

High Energy Photon Source = China Spallation Neutron Source Shanghai Synchrotron Dalian Coherent \

Beijing Guangdong Radiation Facility Light Source (] N ation al Key Res earc h an d
Development Project of

Scientific Software Union of Chinese China;

Advanced Light Sources (SUCALS)

National Synchrotron Shanghai HIgh repetitioN ;.

Radiation Laboratory@

® Chinese Academy of

Sciences;

We are planning to form and develop a nation-wide united scientific software solution in
China.

- Internationally, we are looking for collaboration from other synchrotron sources.
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Y L33, 33
ANSTO
Australian Government A

Bluesky Satellite Meeting
Data Acquisition

NOBUGS 2024 - ILL & ESRF - Grenoble, France

Monday 23" September

Science. Ingenuity. Sustainability.



ANSTO

Australian Synchrotron

,,,,,,

3 GeV Machine, first light 2006 -
Staff of ~150
5500+ visits per year

OPAL
multi-purpose
reactor

10 original operating experimental beamlines

8 new (BRIGHT) beamlines (3 already operating)
586 Journal Publications in 2022

Clayton | vIC Lucas Heights | NSW
Generate 2.5 PB of data each year g g

Australian Synchrotron Main campus




The Scientific Computing Team

ﬁ Scientific Computing founded in June Beamline Groups
2017 r ________ 1N
- @  Support Science and Users | Imaging !
Ya . | |
= Experiment Control I I
- Data Acquisition 1| SPECLroscopy |1 | cross-functional teams
- Data Processing : : :
- Data Analysis (| Microscopy |, | - Experiment Control

Data Acquisition
Processing
= GUI

ﬂ Our Team [ .
| - 1 manager Scattering
= 17 members

|

|
= 1 principal engineer I Crystallograph
- 10 PhDs : y
= 47% gender split I

: Diffraction




Data Collection

S
Hardware abstraction Orchestration @ python” @>luesky g
I" _______ r; _d_ = =A r _________ \I 72 —— T .
l ophy ' & o
N/ I luesk I
: W bluesky . : y I ﬁ ::"m 7 e oot
. > ? PREFECT ! =
I B Resut Nt
- o e e e e e e e e e Y S e e e o e e e o , ?

I
I
I |
! Documents/Metadata
I 1 1 Data Collection/
: ! §€ kafka I Aggregation/Consume
| : . | rs Local Sto rage
Y At ~ pm—————
: '\ mongo . I( | : 3
--------- - I I

1 1 1 1 ~___ 1
| | @FastAPI L -

Data Streaming ! I
' = . e | SRS ' =

) Data Product

l I ! @ python ' L -
I 2MQ I ' I I I
I , " . I I o
| & redis | I I | I
L S - - - | S



Example: queue interface

®C® A MEXBeamine X A MEXBeamiine X A MEXBeamiine x |+
¢ 9 C % mex-web-ui-stage.mex.beamline.synchrotron.org.au/queue
| @ Operations [ Sharepoint [ Synchrotron
AL MEX =
Worker Env . )
&% Experiment Setup State
o
§¢ Device Controls ﬁ No scan running
A Scan Recipe
START QUEUE
9, Queue Builder
§=3Queue © s7op queue
€ nsoRT scan
Queue Contents §*
Scan Type Label Positioners Repeats Autorock Comment
¥ [@ scan_wrapper
3 @ scan_wrapper
Queue History &=
Status Scan Type Label Positioners Repeats Autorock
» @ [ scan_wrapper
v @ (@ scan_wrapper

Filename prefix

Rows per page: 10 ~

Comment

Q

Added at

21:10:01

2024-02-29

21:10:05
2024-02-29

1-20f 2

Filename prefix

inished at

21:01:22
2024-02-29

21:00:45
2024-02-29



https://docs.google.com/file/d/1CAoXYpanMBIptxeCVD0N2rqyuc46Bt0C/preview

Thanks



Experiment Orchestration with Prefect

check_md3_state-0

Prefect as the main workflow engine
Bluesky plans are executed as prefect s
flows using a local Run Engine
Plans are queued by a parent prefect
flow

The state of all flows can be easily
tracked using the Prefect client

Advantages
Visualisation of flows via the Prefect Ul
Fewer services to be maintained

Easier debugging




SIRIUS: overview and status =

CEDRO %k SAPUCAIA
(SRCD) (SAXS)

PAINEIRA  JATOBA
(XPD) (PDF)

% QUATI
(XAFS)

SAPE
(ARPES)

SABIA
(XMCD/PEEM)
* @dluesky

https://www.Inls.cnpem.br/beamlines/

O CNPEM

.

4GSR in operation
Green-field facility

\ Currently on
Phase 1

Construction: 2012 - 2020 (end of 2024)
Cost: US$ 500M (~85% spent in Brazil) OPERATION

1st regular users call: Nov. 2022

IMBUIA

100 mA in top-up mode, uniform fill (nano & u FTIR) m

Maintenance shutdown for RF upgrade

INSTALLATION

MANACA

(MX)

CONSTRUCTION

CARNAUBA

Z (nanoprobe)
CATERETE

* EMA (CDI/XPCS)

(Extreme Cond.)

SRATILIAN SOVERNMENT
MINISTAY OF DEOYACTIT
SCIENCE TECHNOLOGY F“)&
AND INNOVATION l A




Bluesky at SIRIUS

Who is here from your facility?

Ana Clara de Souza Oliveira (ana.clara@Inls.br)

Igor Ferreira Torquato (igor.torquato@Inls.br)

What pieces of Bluesky are you using?
e Bluesky project packages:

ophyd, bluesky , queueserver, httpserver, queueserverapi,
databroker, bluesky-widgets

e Other facilities related initiatives:
ophyd registry
e Inspirations from

apstools, haven, psdsdevices

What topics or future developments are you especially
interested in?
e ergonomic solutions for flyscan (ophyd-async)
e ergonomic solutions for dynamic signals for devices
(ophyd-async)
e improvements in remote RE control
o possibility of controlling background tasks as you
would with the RE (queueserver)
o better fast api documentation for routes definition
(httpserver)
e more and better generic data visualization tools
(bluesky callbacks)
o options to interact with the data (plot several
curves, choose curves visibility, etc)
o customize views (choose legends, colors, plot
with log axis, etc)
o more complex views (histograms, 3d plots, etc)
e web GUI solutions


mailto:ana.clara@lnls.br
mailto:igor.torquato@lnls.br

eeeeeeee
T h ology

ISIS Neutron and

e~ @>luesky

A Brief Bluesky Update from ISIS

(On behalf of ISIS Experiment Controls)

Science an d @& www.isis.stfc.ac.uk
Tecl_w'nplogy .
Facilities Council X @isisneutronmuon

ISIS Neutron and
Muon Source uk.linkedin.com/showcase/isis-neutron-and-muon-source




Dynamic Guesses on Fits

e Neutron data often has low statistics/low numbers of points.

e To get fitting functions to converge reliably we need better initial
guesses than users are able to provide up-front.

e We're dynamically generating initial guesses from the scan data we've
collected so far and updating these guesses on every scan point.

e This seems to work quite well in our early prototypes, especially for
“easy” fit functions like gaussian peaks etc.

3.0 A
2.5
2.0 4
1.5 1

Science and @ www.isis.stfc.ac.uk
Technology . 1.0 4
Facilities Council X @isisneutronmuon

ISIS Neutron and ; i
Muon Source uk.linkedin.com/showcase/isis-neutron-and-muon-source =6 =




Uncertainty Handling & Propagation

e Uncertainty propagation is fundamental for neutron data as the
counts are often relatively low compared to X-ray sources so
uncertainties are much more significant.

e We plan to record uncertainties in output data files which are
beneficial for displaying as error bars on plots.

e Passing uncertainties through as weights to fitting functions so that
points are weighted correctly according to standard deviation.

e The scipp libraries which are inspired by Xarray
(https://scipp.github.io/, https://github.com/scipp/scippneutron) are
of interest to help deal with uncertainty propagation and lightweight
unit conversions from neutron time-of-flight to wavelength or energy
etc.
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https://scipp.github.io/
https://github.com/scipp/scippneutron

Running Windows

e Running on windows has raised a few issues in both Bluesky and
Ophyd-async.

e Some PRs have already been submitted upstream, but there is more to
follow in time from Experiment Controls.

Windows: make plans using default RunEngine interruptible using CTRL-C 1

11 Open -Wil

©) Conversation 0

Tom-Willemsen

danielballan .
On windows, the following is not interruptible using ctrl-c:

tacaswell o
Atleast 1 approving review is required to merge this
pul request.

bluesky. run_engine inport Ru
t bluesky.plan_stubs as bps
)

Stillin progress?

‘The same plan is interruptible under linux.

Note: it is interruptible on windows if you have imported matplotlib and matplotlib happens to be using one of the qt No one assigned

backends - that case has special handling already.

Description None yet

The underlying problem is that on windows, threading.Event.wait() cannot be interrupted by ctrl-c. See CPython issue

80116 for details.
None yet

1 think the approach in this PR means that:

« block() still returns as soon as possible after the event s set
« CTRL-C events are handled reasonably responsively for interactive users (within 0.1 secs) (UBGE 2
+ The approach on linux is unchanged and continues to use a non-polling approach - which in theory is slightly more

efficient
Successfully merging this pull request may close
I chose 0.1 seconds fairly arbitrarily as a "reasonably responsive" wait timeout for an interactive user, my feeling is we o
probably don't need to expose this as a configuration parameter as people can always use a custom during_task arg to the
runengine if they need special behaviour.

None yet

Motivation and Context
£ subscribe
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‘While we can already solve this for our use-case by passing a windows-specific during_task into the run engine
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The Not So Novel Stuff We're Doing

e Using Ophyd-async to communicate Bluesky back and forth with
EPICS.

e Having a “Core” repo for common devices, plan stubs and RE
configuration etc.

e A beamline specific configuration is likely to live in existing areas
“owned” by science groups.

e Basic scans such as 1-D step-scans for the most part, maybe ramp
scans in a few places.

e Currently not using queue server/blueapi solution, just running
interactively.

o Not necessarily excluding this route in the future through...

e Already have matplotlib built into IBEX and this seems to work with

Bluesky plotting callbacks.
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General Design Mentality

e In general, we are trying our best to stay in-line with Bluesky’s

intended usage of Bluesky as best as possible.
e Some aspects of our implementation may go against this, but this is
to be expected when trying to fit a new framework in with a long

standing controls software project.
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BLUESKY AT DESY
Development of Tango support for Ophyd-Async and
structured metadata for operando catalysis

Devin Burke on behalf of I?ﬁand the ROCK-IT project
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y
OUR USE OF BLUESKY IS MOTIVATED BY M@Q&{ZK-IT

THE ROCK-IT PROJECT

Project Goals

. Create user-friendly automated experiment
environments for non-experts and industry users.

. Extend in-situ and operando mail-in experiment
capabilities with remote access.

. Improve instrument accessibility by enabling remote
experiment control via web browser.

. Develop a general purpose set of tools which can be
easily transferrable to new types of instruments and
experiments.

. Implement machine-learning for automated
experiments, real-time analysis, and robotic sample
handling.




BLUESKY AND THE QUEUESERVER WILL FORM
THE CORE OF THE ROCK-IT AUTOMATION

CONCEPT

y
%RO\)CK-IT
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USE OF BLUESKY AT DESY OTan\g/RJAg;\aﬂrver
IS ENABLED BY Qs ViA=Motor)
DEVELOPMENT OF TANGO JLPY“”W
SUPPORT FOR |
OPHYD-ASYNC DevicsProxy
POSITIONJL JL
VELOCITY STOP
etc.
AttributeProxy CommandProxy

=11 I~

SRCELCTE\EI;\ITLY U N D E R Ophyd Device (OmsVMEMotor)

@




IN COLLABORATION WITH HZB WE ARE PROTOTYPING RgCK-IT
NEW METHODS OF SERIALIZING FILE STRUCTURES c«%ogﬁp

NXmonochromator
NXdetector NXmonitor ~ NXsample

Ophyd AE—
devices with attached l @
metadata V4
P—
o o

o o
~— NXdata
x| specific to
10 definition
N
Foucd
[ W

Start | S

o NX definition

« Sample info |:> /
 Userinfo RunEngine
L]

NXsource

etc Preprocessor x| OQ NXRoot
2
| NXEntry
Start
https://codebase.helmholtz.cloud/rock-it/wp2/ New "NEXUS"
KEY

structured_metadata




INTERFACING THE QUEUESERVER API WITH N KT
BLISSDATA ENABLES GRAPHICAL CONTROL VIA &
DAIQUIRI

@ | B paiquiri UI: bl » Sample - x | [l Daiquiri UI: bl » Main X & ui/daiquiri-ui - Gittab % [l HDF5 | Daiquiri Ul x [l Daiquiri x 4+ v

Daiquiri Ut: bl » Sample Scans — Mozilla Firefox [FrE

(&l (o) O R haso306s:3089 %% Qsearch © ® @ d =

Daiquiri UL bl

A | somesomp o= -

Sucooss Faled | Ghicron
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20 24-05-20241537.04 1min  Finished } 3291006628 1 experiment [ o [— 23-05-202416:49:41 23-05-202416:50:47 100 1
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M@IE%CK-IT

Thank you for your attention!

Devin Burke (DESY / WP2)
devin.burke@desy.de
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Argonne APS
Data Acquisition Facllity
Updates

Eric Codrea



Who is attending on behalf of the APS?

Eric Codrea
Fanny Rodolakis
Hannah Parraga
Nicholas Schwarz



What is currently going on at Argonne?

e More deployment (We are in an installation

‘19-ID ISN
phase) . &> 20-D HEXM
. . 12-ID C USAXS 20-BM
e Copier template (testing and rollout) -
e APStools: 9-ID CSSI
. . 9-BM o
o  APSu device support continues to grow 84D... @R & 250 cp
e HKLPY XPCS
o Common diffractometer geometries are eine o @ Snen
supported. A local community is forming. 41D @
o Scan in real- or reciprocal-space, save & POLAR
restore orientation (UB matrix) 2-ID,1BIEPCE‘-‘. @ as of 2024-08:
o [Easy to create simulations of any e - In production
. Beposition, S - In deployment
supported diffractometer geometry. Some Lab - Planned

are pre-built.



What we are looking to do?

e \We are not using writable tiled
servers
o As a result -> Databroker 1.2.5
e Begin Using Kafka
e Ophyd Async
o HKLPY

o  Working with Hkl/Soleil developer for
new diffractometer geometries. Hklpy &
hklpy2 use same backend library.

o Be able to choose backend library from
a list. Currently only Hkl/Soleil



What we are eager to hear more about?

Happi Integration

Deployment Methodology

Generic Visualization Tools for Beamline Staff
User-facing tools for Beamline Staff
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BESSY Il - Bluesky Status Update

This week @ NOBUGS 2024:

- Luca Porzio: Beamline Control
System Engineer

- William Smith: Beamline
Control System Engineer

- Sonal R. Patel: Data Steward
- Peter Wegmann: Sample
Environment Control System

Status:

- 8 Beamlines / 9 experiments
running Bluesky

- 4 more beamlines planned for
this year

- Bluesky support for ROCK-IT
Project (https://www.rock-it-project.de/)

Bluesky Components in use:

- ophyd for HW Abstraction Layer
- RunEngine for plan execution
- tiled for data access with
connection to MongoDB
- suitcase for file export

- CSV Files

- SPEC Files
- queueserver for plan
management

Custom integrations:

- HAPPI: device instantiation and
indexing
(https://pcdshub.github.io/happi/v2.5.0/)

- PyQT GUI for queueserver

- Containerised environment

NOBUGS 2024 - Grenoble (France)

HZB

Future Developments and
interests:

- queueserver improvements

- ophyd-async for HW triggered
scanning

- data access best practices

- Automatic data export to NeXus

- Daiquiri for web Ul
(https://ui.gitlab-pages.esrf.fr/daiquiri/)



Bluesky at Advanced Light Source
Bluesky Satellite Meeting
NOBUGS 2024

Seij De Leon

Computer Systems Engineer
September 23rd, 2024
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ALS Overview

-3rd gen synchrotron
-40 beamlines (28 run by ALS)
-230+ staff

-7+ Computing Staff DT | |;'||f'u'nu‘“

-7+ Beamline Controls Staff
-ALS-Upgrade (Mid 2026)
- Mixture of LabVIEW, EPICS/Bluesky, others.

NG } ADVANCED LIGHT SOURCE



ALS Staff @ NoBUGS 2024

Dylan McReynolds Seij De Leon

Computing Systems Engineer Computing Systems Engineer

é:} ADVANCED LIGHT SOURCE
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Bluesky Data Access

COSMIC Scattering (7.0.1.1)
Tender SAXS / FastXAS (5.3.1)
AMBER (6.0.1)

MLExchange

- TN
EEEEEEEEEEE | "5 ADVANCED LIGHT SOURCE

o
Databroker Jgﬁg

Databroker

Tiled

NeXus

79



Interested Future Bluesky Developments

* Async Tiled Client

* Dedicated Zarr Endpoint in Tiled

* Expanded Tiled Web Client

* Dedicated Javascript/Typescript Tiled Client
* Built-in downsampling in Tiled

- TN
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diamond

Diamond Light Source

Data Acquisition



Diamond

- UK national synchrotron

- Storage ring upgrade:
2027-29

- Flagship beamline
programme: 2028-2030

- Software modernisation
programme: 2022-2030

- Bluesky Technical
Steering
Committee/Board of
Governance




Flyscanning

- Flagship beamline: SWIFT ] e

- Already in use at most beamlines | e // ]

- https://qgithub.com/DiamondLightSource/pymalcolm | — 7 —".—« _ .
E " -/ -

- More flexible system required for long-term | T



https://github.com/DiamondLightSource/pymalcolm

Unattended Data Collection

- Flagship Beamline: K04

- ~75 seconds per sample

- Executing sub-plans in
parallel




Flexible Experiment Procedures

- Flagship Beamline: CSXID
- Editable python (plans)
- Adaptive scanning

i

i




