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Virtual Data Sets

Report references to data instead of data.

Use VDS when detector writes HDF5 files.
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Sardana continuous scans - iterative & incremental approach
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Report references to data instead of data.

Use VDS when detector writes HDF5 files.
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2019 - 2023

What happened after 2019?
● Migration from Py2 to Py3
● Config file format (YAML) and tools

Smooth integration with LImA (ESRF)

2013-2015
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Current challenges for Continuous Scans



Share with others and learn from others - workshop at SOLARIS

Acknowledgements to all participants:

● DESY (PiLC + MTCA),
● DIAMOND (PandABox + malcolm 

+ bluesky)
● ESRF (BLISS)
● SOLEIL (Flyscan)
● S2Innovation
● ALBA, MAXIV, SOLARIS 

(Sardana)
● + NSLSII (bluesky) meeting later

Ideas gathered during the workshop:

● Presentation of blissdata 1.0
(Redis)

● Push synchronization down to the 
hardware whenever possible 
(PandDABox, PowerBrick, 
MAESTRIO)

● Flyscan GUI - state of all involved 
elements of the scan

● Bliss Acquisition Chain - represents 
relationships between the elements 
involved in the scan.

● Motion Trajectory Control with 
PowerPmac, IcePAP, etc.



Identified missing features and implementation roadmap 

Short and mid-term roadmap:

Mesh scan improvements

Multiple synchronization descriptions

Native shutter control

Data publishing into an in-memory data store

Master-secondary relationship between elements

Scans programmatic API improvements

To be evaluated in the future:

Native trajectory control with pseudo motors / motor groups.

Controller API refactoring
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Multiple Synchronization Description

Channel Synchronizer Synchronization

ct01
tg01

Trigger

… …

                                           …

twod01 tgN Gate
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Shutter element
Previous shutter implementation:

● Software shutter control at macro level 
● Hardware shutter control with custom Trigger/Gate controllers (dedicated PandABox layout at MAX IV 

and NI6602 at ALBA)

Aim to integrate shutters independently of its synchronization hardware.



Shutter element

Trigger/Gate

Sardana first-class citizen with configuration attributes

Measurement Group member
Native software and hardware control

using Multiple Synch. Description

1

2 3



Plugins

Plugins
Controllers

Recorders

Data publishing into an in-memory data store

Motivation:
● Minimize the stress on the MacroServer
● Data available on the fly for external consumers 
● Avoid potential bottlenecks in Tango events
● Enable external data composition

Core
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MacroServer
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Plugins

Plugins
Controllers

Recorders

Data publishing into an in-memory data store

Motivation:
● Minimize the stress on the MS
● Data available on the fly for external consumers 
● Avoid potential bottlenecks in Tango events
● Enable external data composition

Core

MacroServer

DataChannels

   Events
BlissData

Data Analysis,
GUIs,

…

● Store from Scan Framework
● Store from the Core

Integrate ESRF Blissdata in Sardana

Tested successfully with multiple sync descriptions
WiP for final integration

Pool

Scan 
Framework

Storage

Writer
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Continuous Scans applications at MAX IV

Allow programs in the buffers. 

Different functions can be 

programmed as modules.

The programmed functions can 

also orchestrate the motion.

Responsible for the experiment

DAQ synchronization. Generates GATES 

based on Bragg position. Different 

detectors [of different techniques] get 

different pulse train 

● Continuous scan position-based 
● Multiple techniques sequentially: XAS and XRD 
● Scan driven by hardware: PandABox and ACS 

loaded trajectories
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Continuous Scans applications at MAX IV

● Continuous scan time-based 
● Multiple techniques performed simultaneously: 

SAXS, UV-Vis and Fluorescence Spectroscopy 

CoSAXS beamline

Responsible for the experiment

DAQ synchronization. Each technique 

related detector gets a different pulse 

train. The start of each technique pulse 

train is synchronized.



Continuous Scans applications at ALBA

BeamShutter
(Aerotech)

Detector
(Eiger6M2xe)

Gonio
(Aerotech 

NPaq)

XYZ piezo 
stage

(Smaract SDC2 
+ Aerotech 

NStep)

● BL06-XAIRA microfocus MX 
beamline in He atmosphere (in 
construction)

● Oscillation and Raster Scan:
○ Trigger detector by position
○ Trigger fast-shutter by 

constant speed



Continuous Scans applications at ALBA
● BL31-FAXTOR - Fast tomography beamline (in construction)
● Involved elements: Multiple detectors (4 in total, 2 used simultaneously), Chopper (unknown), 

Shutter, Goniometer, Synchronization with NI6602.

Shutter

Gonio
(LabMotion)

Beam

Phantom

PCO Edge 4.2

Chopper

Gonio: max. rotation speed: 4860 deg/s
(15 tomos/s)

Phantom: max. acq. rate: 7000 fps (8bit mode)
(max. data rate 60 Gbit/s)



Continuous Scans applications at ALBA

Discussed in details at 
poster #80

by Gabriel Jover-Mañas
(ALBA SDM) 



● Institutes using Sardana have similar needs for continuous scans:
○ Faster scans with time resolution precision
○ Diversity of involved elements
○ Shift of complexity from software to the hardware

● Even if we use a different hardware we aim to develop and use together the 
same continuous scan software.

● Sardana continuous scans enhancement is an ongoing project currently being 
tested at our beamlines.

● Acknowledgements to the Community for sharing your experience with us!
● We look forward for a second edition of the workshop. Hope to see you there!

Conclusions 
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Thank you for your attention!


